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PREFACE

This text contains the papers accepted for the 2005 HCI Conference’s International Workshop on Virtual Reality. Virtual reality encompasses the science and technology for moving through and interacting with a 3D computer-generated world. Twenty years ago, amid the hype and hyperbole of the time, systems were promised that seemed forever away. We now see VR systems deployed throughout many domains and work being accomplished with those systems, from design, to medical, military and beyond. While such deployments are notable, we are still far from the completely familiar worlds of wireless and smoothly operated interfaces we read about in the science fiction literature of the mid-1980s. Those of us in this field twenty years ago knew there was a long path of hard research and development to “get there and to be there”. In 1995, the National Research Council study entitled “Virtual Reality – Scientific and Technological Challenges” predicted thirty to forty to fifty years of research effort before we would have truly commodity VR. If interactive games are counted as part of this field, then we truly have some commodity VR.

Despite this commoditization of parts of our work and despite the widespread deployment of VR in fields such as design and manufacturing, there is still very interesting research that remains. With this paper collection, we see the leading edge of that work.

In our sessions, we see continuing efforts on 3D user interfaces. This may be an eternal quest. We don’t even really know how to build great 2D interfaces for the standard WIMP computer so how could we expect to be done with researching how to pull off the seamless, wireless 3D interface of yore? 

We see work on information spaces for immersive, desktop and web environments. Information spaces are the driving problem we all wanted to get to when we read Gibson’s Neuromancer. In Neuromancer, there was the whole idea of jacking into a 3D world where you just grabbed the 3D objects in that world and operations “happened,” an exercise left for the determined graduate student. Web 3D is going to come any day now, so we keep getting told and, with respect to information spaces, they have to be on the web but the browsers we are stuck with in 2005 hardly look and act much better than the first browsers of 1994. So how are we going to get to web 3D with such a world? With a whole lot more work and maybe browsers that operate fully in 3D instead of inside the frame defined by some plains-state graduate students late last century.
Multimodal virtual environments are the holy grail. All of us would love to reach out and touch, smell, hear, and speak to our virtual worlds. We would all love to abandon keyboards that cripple us and mice that never ever behave for this future multimodal nirvana. We can do a few things well now – we can generate great spatialized sound to go with our great 3D visuals. We do not need to do anymore work on spatialized sound generation. We are to the point where our graphics display is sufficient for almost all that we need to do in a virtual environment. But there are lots of human things that we don’t know about multimodal interaction and we need to worry about. We all know that multimodal display decreases our ability to perform – we see this all the time when people try and drive at the same time they speak on their cell phone. We know that when we display a low resolution picture with great sound that the picture is perceived as high resolution – cycles are limited in the brain and when many modalities are displaying to us, we can perhaps use less resolution in display. So if we are building systems that are getting deployed for critical tasks, how do we know what is the best modality to display to the human embedded in the system? Should we use a klaxon horn or a tactile thump to the side of the head? Should we use both? How dependent is this on the situation in which the human finds him/herself?
Speech recognition is something many of us thought would never be good enough to be deployed. Its still not but we are edging ever so slightly closer. If we are going to graduate to more immersive games, games more advanced than first person shooters, with real story and emotion, then we are going to need to be able to talk to our virtual characters and have them talk and emote back.
Haptics is how we provide a signal to the sensors of our body’s skin such that we “feel” they have “touched” something. The long time vision for our field is that we have some sort of lightweight exoskeleton on that tells our body that it has touched/felt something. In 1975, this seemed 100 years away. In 1995, with the NRC study, it seemed 50 to 70 years away. It seems even further now. We can do small things with haptics with tool handles but we have a very long way to go before we build the exoskeleton. So much more work to do and all of our papers in that direction add towards our grand ultimate goal.

Locomotion devices seemed quite easy to knock out and develop in the 1994/1995 time frame. But everything we have built for locomotion has been outrageously expensive and one-of-a-kind experiments. Some of our favorite devices were likened to walking on blocks of ice edged with chain-saw-like gearings, with accompanying safety gallows. Some devices have been deployed where the human is a jumping joystick! Some require roller skates. We may never get cheap, deployable locomotion. We may get theme-parks-can-afford-it systems.

The best olfaction system maybe ever deployed was in the Toyota Amelux Plaza near Ikebukuro in 1994/1995. You sat in a movie, with spatialized sound, subwoofer chairs, and every time there was a chocolate chip cookie, apple, or opportunity for a car to burn oil, a scent was released and blown past your face. Quite spectacular! BUT we are never going to deploy this, ever.

The evaluation of virtual environments for their usability for the particular domain for which they were constructed is the MOST IMPORTANT thing we are learning how to do with our research. Ten years ago, if the choice was “add more features” or “measure the effectiveness of the built system”, we always added more features! Heck, we even added more features at the expense of writing any documentation or papers on what we had built. Now, we build systems AND sometimes measure their utility. We measure peoples’ performance in these systems. But we are still trying to have this all down in a guidebook, say “the Engineers Guide to Deploying VR Effectively” does not yet exist. It doesn't exist as we are still trying to figure out how to deploy what we know how to build now, even if we know there is much more work remaining to actually build it properly.

Situational awareness is primarily of military concern and when we mix it with virtual environments, we are starting some small steps down the road towards automating our understanding of what is happening in our virtual world. Automated understanding and analysis is another one of those holy grail things we seek in building virtual worlds and games. We can build more responsive, more immersive worlds if that world can compute automatically the important things that are happening and communicate that to us succinctly. 

Modeling and simulating human emotion is breaking open in virtual environments and games. In the next 24 months, we will see low-cost sensor systems that read our emotions and provide them as inputs into our worlds. Our worlds will have to compute the emotional state of their attached human and respond appropriately. When we move to this brave  new emotional world, we will have to learn how to author stories/scenarios that make sense with respect to the emotional inputs. Those worlds will have to display emotion back multimodally, through sound, graphics, and voice display. We will soon see our machine worlds cry and they will feel our pain. There is much work to make this happen but it is happening very, very quickly.

Presence, and immersion are terms for how much the virtual world in which we are participating is engaging us to the point where we are distracted from the real world. We have been seeking to measure the level of presence since the start of the field of VR. In a way, what we would love to be able to come up with is a numerical value that can be used to say “this world is a 6.9 on the Lanier scale”, with a 10.0 perhaps meaning we have abandoned our families for a full-time virtual existence. We also need to know how to measure and create a sense of presence so that we can, in the end, engineer our virtual world experiences rather than just get lucky.

People researching the adverse effects of virtual environments exposure were there at the start of our field and their very important work continues to this day. If we are truly going to have a significant populace inside of our virtual worlds, then we have to do all in our power to understand how to keep them from becoming sick. This is important work.

Maybe the most exciting thing about the papers in this conference is that there are now many, many applications for our developed virtual environment technologies. The medical, design, manufacturing, maintenance, and finance worlds can probably no longer work without the technologies and principals we have developed in the last two decades. Training, simulation, and collaboration also feed at our knowledge trough. Entertainment reaps great harvests from what we have wrought. Where would the first person shooter genre be had our field not been there to provide game programmers succor?

We hope you enjoy the papers in this collection as much as we have enjoyed receiving and reviewing them. Our field is mature but much remains to be researched, and many more virtual rivers remain to be crossed.

Michael Zyda & Kay Stanney, 14 April 2005




